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Abstract

Automatic performance tuning, or auto-tuning, accelerates high-
performance codes by exploring vast spaces of code variants. How-
ever, due to the large number of possible combinations and complex
constraints, constructing these search spaces can be a major bottle-
neck. Real-world applications have been encountered where the
search space construction takes minutes to hours or even days.
Current state-of-the-art techniques for search space construction,
such as chain-of-trees, lack a formal foundation and only perform
adequately on a specific subset of search spaces.

We show that search space construction for constraint-based
auto-tuning can be reformulated as a Constraint Satisfaction Problem
(CSP). Building on this insight with a CSP solver, we develop a
runtime parser that translates user-defined constraint functions into
solver-optimal expressions, optimize the solver to exploit common
structures in auto-tuning constraints, and integrate these and other
advances in open-source tools. These contributions substantially
improve performance and accessibility while preserving flexibility.

We evaluate our approach using a diverse set of benchmarks,
demonstrating that our optimized solver reduces construction time
by four orders of magnitude versus brute-force enumeration, three
orders of magnitude versus an unoptimized CSP solver, and one to
two orders of magnitude versus leading auto-tuning frameworks
built on chain-of-trees. We thus eliminate a critical scalability bar-
rier for auto-tuning and provide a drop-in solution that enables
the exploration of previously unattainable problem scales in auto-
tuning and related domains.
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1 Introduction

Automatic performance tuning, or auto-tuning [5], is a commonly
applied technique in high-performance computing for optimizing
programs towards a particular hardware architecture. Auto-tuning
allows developers to automate the process of exploring the myriad
of implementation choices that arise in performance optimization,
such as the number of threads, tile sizes used in loop blocking, and
other code optimization parameters [18, 39]. Many well-known
examples of auto-tuned high-performance libraries and applica-
tions exist, such as FFTW [14] for Fast Fourier Transforms, or AT-
LAS [40] for linear algebra. At the heart of the auto-tuning method
is a search space of functionally-equivalent code variants that is
explored by an optimization algorithm. These code variants can be
generated by a compiler or using metaprogramming techniques,
such as application-specific code generators or function templates.

Together, these code variants constitute vast search spaces that
are infeasible to search by hand [25, 30, 32] and would have to
be searched over and over again as the application is executed
on different hardware or different input data sets and sizes [19,
24, 27, 38]. Construction of the auto-tuning search space, used for
enumerating and sampling different code variants, is a crucial factor
in the performance of auto-tuning as search space sizes increase,
and has therefore received a lot of attention recently [16, 28, 29, 31].

The difficulty in constructing search spaces for auto-tuning arises
from the fact that not all code variants constitute valid implementa-
tions. In fact, many code variants that could potentially be generated
violate so-called constraints. The constraints formulate dependen-
cies between different tunable parameters in the code and often
depend on limitations in both the program and the hardware. For
example, when applying loop blocking, the tile size of the outer
loop has to be a multiple of the tile size used in the inner loop, or a
padding scheme in shared memory that only applies when shared
memory is used and only for certain thread block dimensions.

In modern applications, where search spaces may contain mil-
lions or even billions of configurations, constructing the search
space can take minutes to days, making search space construction a
major bottleneck [15, 16, 35]. This is problematic when auto-tuning
for a single target, but even more prohibitive on a diverse set of
target input data and hardware, such as a BLAS library.

To this end, Rasch et al. [28] have introduced a method, referred
to as chain-of-trees, specifically designed for the purpose of effi-
ciently constructing search spaces for constraint-based auto-tuning.
The chain-of-trees approach starts with identifying groups of in-
terdependent parameters. Two parameters are interdependent if
they both occur in the syntax tree of the same constraint descriptor.
For each parameter group, a tree is constructed that encodes all
possible combinations of interdependent parameter values. Finally,
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__global__ void calculate_temp (float ««Tout, float «+«Tin, float
Tambient, float ««Power, float3 R, float dt) {
int x = blockldx.x = blockDim.x + threadldx.x;
int y = blockldx.y » blockDim.y + threadldx.y;
Toutlyl[x] = Tin[yl[x] + dt - ( power[y][x] +
(Tin[y+1][x ] + Tin[y-1][x ] - 2.0«Tin[y][x]) *« R.y +
(Tin[y J[x+1] + Tin[y ]J[x+1] - 2.0«Tin[y][x]) * R.x +

(Tambient - Tin[y][x]) « R.z);

Listing 1: Example Hotspot kernel in HIP/CUDA.

the trees are linked together to form a chain-of-trees. The chain-
of-trees method is widely considered to be state-of-the-art and has
been integrated into several auto-tuning frameworks, including
ATF [29], BaCO [16], PyATF [31], and KTT [26].

In this paper, instead of adopting a customized solution for
constraint-based auto-tuning, such as chain-of-trees, we investigate
the use of methods with a more robust mathematical foundation. In
particular, we show that the problem of search space construction
in constraint-based auto-tuning can be automatically reduced to
a Constraint Satisfaction Problem (CSP). To enable the use of CSP
in a state-of-the-art auto-tuner, we employ various techniques, in-
cluding run-time compilation to translate user-defined constraint
functions to representations that can be used directly in existing
CSP solvers, as well as major improvements to the performance of
such solvers. We evaluate the CSP and chain-of-trees methods on a
wide variety of search spaces, including the search spaces used by
Rasch et al. [29]. Evaluation shows that our optimized CSP-based
search space construction method is four orders of magnitude faster
than brute force construction, three orders of magnitude faster than
an unoptimized CSP solver, and one to two orders of magnitude
faster than other state-of-the-art auto-tuning frameworks.

Our work has been integrated into the auto-tuning framework
Kernel Tuner [37] and a Python-based CSP solver named python-
constraint, both existing open-source projects with a substantial
number of users, to benefit both communities.

The rest of this paper is structured as follows. Section 2 provides
a high-level introduction to the role of constraints in auto-tuning.
Section 3 discusses related work. Section 4 describes the design
and implementation of our method. In Section 5, we evaluate the
efficiency and scalability of our optimized CSP-based approach
against various state-of-the-art solutions, and Section 6 concludes.

2 Constraint-based Auto-tuning

This section provides a general introduction to auto-tuning using
an example kernel to illustrate how constraints arise when creating
tunable applications for modern highly parallel architectures.

We will use the Hotspot kernel from the BAT [35] benchmark
suite of tunable kernels as an example. This Hotspot kernel, adapted
from the Rodinia Benchmark suite [11], simulates heat dissipation
in a microprocessor based on the processor’s architectural floor
plan, thermal resistance, ambient temperature, and simulated power
currents. Listing 1 shows the Hotspot kernel code in HIP/CUDA,
simplified for readability by removing bound checks.

The kernel uses a two-dimensional thread block to calculate the
temperature of the chip at the new time step, where each thread
computes one value in the output matrix Tout. In this kernel, we
can change the thread block x and y dimensions without affecting
the output, as long as we create enough thread blocks to cover the
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KTT
auto minWGConstraint = []J(const std::vector<uint64_t>& v) {return
v[o] « v[1] >= 32;};
tuner . AddConstraint (kernel ,
minWGConstraint) ;
auto maxWGConstraint = [](const std::vector<uint64_t>& v) {return
v[0] « v[1] <= 1024;};
tuner . AddConstraint (kernel ,
maxWGConstraint) ;

{"thread_block_x", "thread block_y"},

{"thread_block_x", "thread_block_y"},

ATF combines tunable parameter and constraint declaration
auto thread_block_y = atf::tuning_parameter("thread_block_y",
atf::interval <size_t >(1, N), [&](size_t thread_block_x){
return (thread_block_x=«thread_block_y == 32 &&
thread_block_x«thread_block_y <= 1024) });

// PyATF uses an interface similar to ATF, but in Python

thread_block_y = TP( 'thread_block_y ', Interval (1, M), lambda
thread_block_y , thread_block_x: thread_block_x=«thread_block_y
>= 32 and thread_block_x=«thread_block_y <= 1024)

// Kernel Tuner (lambda-based constraint API)
constraint = lambda p: 32 <= p["thread_block_x"] «
p["thread block_y"] <= 1024

Kernel Tuner (string-based constraint API)

constraint = "32 <= block_size_x+«block_size_y <= 1024"

Listing 2: Example of constraints specification in different tuners.

entire problem domain. In other words, the thread block dimensions
in x and y are tunable parameters that affect the performance but not
the outcome. The optimal values for these parameters are highly
specific to the kernel, the target hardware platform, and the input
problem. We thus select a wide range of values for both parameters.

However, to ensure sufficient parallelism, we need to make sure
that the thread block contains at least 32 threads. In addition, most
parallel architectures pose an upper bound on the number of threads
per block, which can be queried before tuning. For simplicity, we
here assume that this limit is 1024 threads. These restrictions on
the two parameters together form a constraint, namely
32 <= thread_block_x * thread_block_y <= 1024.

Different autotuners support different formats for specifying
constraints, as illustrated in Listing 2. ATF and PyATF both de-
fine constraints directly on the last parameter of a group of in-
terdependent parameters, whereas KTT and Kernel Tuner define
constraints separately from the tunable parameters. Kernel Tuner
allows constraints to be defined as lambda functions or using string
expressions. The model that all tuners follow is that the lambda
functions, or string expressions, should evaluate to True for any
specific combination of tunable parameter values to be considered
a valid candidate solution, or code variant, in the search space.

The constraint defined in Listing 2 only involves the thread
block dimensions. However, the fully optimized version of the
Hotspot kernel contains many more tunable parameters and con-
straints. For example, the number of output elements computed
by each thread can be varied in both the x- and y-dimensions,
introducing two more tunable parameters. Another tunable pa-
rameter (sh_power) controls whether or not to cache the Power
values in shared memory. Together, these parameters form another
constraint, namely (thread_block_x * work_per_thread_x) =*
(thread_block_y * work_per_thread_y) * sh_power * 4
<= max_shared_memory_per_block to avoid exceeding the maxi-
mum amount of shared memory allowed per block in bytes. The full
Hotspot kernel is even more complex and also implements temporal
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Table 1: Overview of constraint support and search space construction methods
in related work and this work (Kernel Tuner). * While ytopt and GPTune are
actively maintained, dependencies ConfigSpace and scikit-optimize are not.

Tuner Open Actively Constraints API Search Space Con-
Source developed struction

AUMA [13] v X n/a external

CLTune [25] v X C++ brute-force

OpenTuner [2] v X n/a brute-force

ytopt [42] v Vx Python ConfigSpace

GPTune [21] v Vx Python scikit-optimize.space

KTT [26] 4 v C++ chain-of-trees

ATF [28] v v C++ chain-of-trees

BaCO [16] v X JSON chain-of-trees

PyATF [31] v v Python chain-of-trees

Kernel Tuner v v Python CSP solver

tiling, partial loop unrolling, and double buffering of the temper-
ature field in shared memory, resulting in several more complex
constraints. For further specification of the kernel see [35].

3 Related Work

Table 1 shows an overview of support for specifying constraints,
as well as the method used for search space construction in related
auto-tuning frameworks. As we can see, some frameworks rely
on brute force search space construction, ytopt and GPTune use
ConfigSpace and scikit-optimize. space respectively, while the
chain-of-trees method is most commonly used. We will briefly
discuss the pros and cons of these different approaches.

In the absence of constraints, the search space is defined as the
Cartesian product of all possible combinations of all tunable param-
eter values. In brute-force search space construction, the approach
is to simply iterate through all possible combinations and filter out
combinations that violate the constraints. This is reasonable for
small search spaces, but becomes increasingly time-consuming as
the search space size and number of constraints increase. For vari-
ous auto-tuning applications, the number of valid configurations in
the search space is orders of magnitude smaller than the Cartesian
product size, causing the vast majority of generated and evaluated
combinations to be discarded, wasting time and resources.

ConfigSpace and scikit-optimize.space are both Python
packages that implement functionality to represent multidimen-
sional configuration spaces. Both approaches do not enumerate or
store individual configurations, but instead provide an interface
to generate random samples from the search space. As constraint
resolution is not supported by scikit-optimize.space, GPTune
relies on an additional internal check on sampled points. While
ConfigSpace does allow users to specify constraints, called for-
bidden clauses in ConfigSpace, these constraints are again only
checked after generating the sample point. The advantage of this
approach is its simplicity and ability for uniform sampling over
all points in the unconstrained Cartesian space. However, the dis-
advantage of this approach is that constraints are not taken into
account when generating samples, which has the same efficiency
downsides as brute force search space construction.

Rasch et al. [28] introduced the chain-of-trees structure to rep-
resent constrained search spaces in constraint-based auto-tuning.
Parameters are grouped based on interdependencies in the con-
straint functions, and each group is represented by a tree that
encodes valid parameter combinations. These trees are then linked
sequentially, forming a chain. This structure can reduce redundancy

[LINTFE
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= Problem()
.addVariables("block_size_x",

P

P [1,2,4,8,161+[32xi for i in range(1,33)1)
p.addVariables("block_size_y",
P

P

[2%xi for i in range(6)1)
.addConstraint (MinProd (32, ["block_size_x", "block_size_y"1))
.addConstraint (MaxProd (1024, ["block_size_x", "block_size_y"1))

Listing 3: Example of a python-constraint problem definition.

by reusing shared subtrees, which may lead to lower memory us-
age compared to flat representations. Independent parameters are
handled as single-parameter trees.

In Section 4, instead of adopting a customized solution for constraint-

based auto-tuning such as chain-of-trees, we investigate the fea-
sibility of using established methods with a robust mathematical
foundation for efficient search space construction.

4 Application and Optimization of CSP Solvers

In this section, we discuss the design and implementation details of
our novel method for efficiently constructing large search spaces
for constraint-based auto-tuning. Section 4.1 examines various
constraint-solving techniques to formalize the relation with auto-
tuning and find a robust solver best suited to the problem context.
Section 4.2 describes the automatic optimization of user-defined
constraints, followed by solver optimizations in Section 4.3 to im-
prove efficiency. Finally, Section 4.4 details how the resulting search
space is represented and applied in auto-tuning frameworks.

4.1 Using Constraint Solvers in Auto-tuning

The search space construction problem, where parameter values
and constraints must be resolved to all valid combinations, can
generally be encoded as a Boolean Satisfiability Problem (SAT) [8],
Satisfiability Modulo Theories (SMT) [6], or Constraint-Satisfaction
Problem (CSP) [10]. Among SAT, SMT, and CSP, the technique clos-
est to auto-tuning search space construction is CSP. While SAT
deals with Boolean variables and SMT extends SAT with theories
like arithmetic or arrays, CSP solvers offer high-level abstractions
suitable for modeling complex constraints that are otherwise diffi-
cult to efficiently express, making them better suited for modeling
the complex relationships found in auto-tuning problems.
We can formalize the auto-tuning search space construction
problem as a CSP defined by # = (X, D, C), where:
e X = {x1,x2,...,xn} is a finite set of variables, each corre-
sponding to a tuning parameter (e.g., block size, tile width).
e D={D1,D,,...,Dy} is a set of finite domains, where D; is
the set of legal values for variable x;.
e C= {C],Cg,..
c;j is a predicate over a subset of variables scope(cj) C X.
A solution to the auto-tuning search space is then a total as-
signment V : X — |JD; such that V(x;) € D; for all i, and all
constraints c; € C are satisfied under V. The overall auto-tuning
objective is to determine the optimal configuration as

0* = arg max JH; I, (Ain), where we have an application A; on a
Vv

.,Cm } is a finite set of constraints, where each

vE
hardware platform H; for an input dataset Iy to maximize perfor-
mance ij, 1, (A;) over the code variants in V.

In addition, there are practical considerations when it comes to
choosing a solver to build on. As we will implement our solver in
the Python-based Kernel Tuner, the solver should be deployable in a
Python environment. Notable options include OR-Tools [22] and the
Z3 solver in PySMT [34], which provide highly expressive modeling
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capabilities and efficient solving algorithms. However, most solvers
aim to find any solution, rather than all solutions, as required in
the case of auto-tuning search space construction. To obtain all
solutions, such solvers must iteratively find a solution, add this
solution as an additional constraint, and look for the next solution
until there are no solutions left [9]. If there are many solutions, as
is commonly the case with auto-tuning problems, this can have
a substantial negative impact on performance, as will be shown
in Section 5.2. A notable exception to this is python-constraint [23],
as this is a CSP-based Python package capable of finding all solu-
tions, which we will use as the basis of our implemented method.

4.2 Parsing Constraints

Having formalized the auto-tuning search space construction to
a CSP problem, we must now transform the Kernel Tuner con-
straints, such as in Listing 2, to a format optimal for CSP solvers.
To this end, we introduce a parser for constraints, which has three
important benefits: to break down constraints into the smallest
subsets of variables, to apply the more efficient specific constraints
instead of generic functions where possible, and to provide optimal
performance without requiring users of the auto-tuner to write
constraints in a complex format that requires an understanding of
how CSP solvers work.

To address the latter benefit first, both CSP-solvers and auto-
tuners have distinct interfaces consisting of specific function calls or
a form of domain-specific language when defining the constraints.
As seen before for auto-tuners in Listing 2, an example of a python-
constraint problem definition is given in Listing 3.

However, as opposed to the users of CSP-solvers, auto-tuning
users are generally not aware of the inner workings of the search
space construction process and the specific constraints available
that result in efficient resolution of the search space. Instead, we
provide users the option to write their constraints as Python lamb-
das or the Python-evaluable string format, both seen in Listing 2,
which can then be optimized by our parser via Abstract Syntax
Trees. This design has several benefits. It provides a familiar format
for constraints, since Python is already used as the interface lan-
guage. At the same time, our parser can rewrite these constraints,
allowing the application of specific constraints instead of generic
functions and the decomposition of constraints into subsets.

The automatic reduction of constraints is particularly important
to obtain efficiency in practice, as users unfamiliar with the intrin-
sics of constraint solving, such as the users of auto-tuning frame-
works, might write sub-optimal constraints. For example, consider
the constraint 2 <= block_size_y <= 32 <= block_size_x *
block_size_y <= 1024, slightly different from Listings 2 and 3,
where block_size_x, block_size_y are tunable parameters with
numerical values. Constraints cannot be evaluated until values for

1. User-specified

N 2 <= block_size_y <= 32 <= block_size_x * block_size_y <= 1024
constraint

2. Decomposition

into subsets 32 <= block_size

2 <= block_size_y X * block_size_y

block_size_y <= 32 block_size_x * block_size_y <= 1024

«— | [«

3. Application of
specific built-in
constraints

MinSum(2, [block_size_y])

[MaxSum(sZ, [block_size_y]) | MaxProd(1024, [block_size_x, block_size_y])

Figure 1: The optimization of a constraint via the parsing pipeline.

MinProd(32, [block_size_x, block_size_y])
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Algorithm 1: Obtaining all valid configurations as S (simplified).

Input: Variables X = {x,..., Xp, } with domains D, constraint set C
1 A—0;S«0; > current (partial) assignment; solution set
2 7 « SortVariables(X) ; > sorted on number of constraints involved
3 Be—((m,A)); > backtrack stack of states
4 while B # 0 do // main search loop
5 (7, A) «— B.pop();
6 ifVxenm:xe Athen // add to solutions if all variables assigned
7 | S« SU{A}; continue;
8 x « NextUnassigned (7, A);
9 foreach v € D(x) do // try all values for x

[T
= S

Alx] « v;
if CheckConstraints(A, C) then B.push(r, A) ;
A.erase(x) ; > undo and try next value

-
)

return S;

-
)

the involved parameters are at least partially resolved, resulting in
subpar performance in the case of compound statements like the
given example, as it depends on the resolution of both parameters.
This can be improved by automatically breaking down the compos-
ite constraint into multiple constraints with fewer variables where
possible. This example can be decomposed as shown in Step 2 of
Figure 1, which allows partially resolved values for block_size_x
or block_size_y to discard invalid configurations early.

In addition, this automatic reduction enables the application of
specific constraints, as is the case with the example, which can
be represented with specific constraints as shown in Step 3 of
Figure 1. As will be further discussed in Section 4.3.2, the application
of specific constraints can preemptively exclude values through
preprocessing, resulting in an even more efficient construction.

4.3 Implementation of Optimizations

To obtain the level of performance required to construct auto-tuning
search spaces efficiently, we implement several key improvements
in various areas of the python-constraint package: algorithmically
(Section 4.3.1), by extending constraints (Section 4.3.2), engineering
(Section 4.3.3), and by tailoring output formats (Section 4.3.4).

4.3.1 Algorithm. We select and optimize a backtracking solver for
finding all solutions rather than any solution. Shown simplified in
Algorithm 1, it maintains a dictionary of variable assignments and
uses a stack-based approach for iterative backtracking, avoiding
recursive function calls. For each selected variable, domain values
are checked against the constraints. If a constraint is violated, the
algorithm backtracks by restoring states until all possibilities are
explored. We optimize this algorithm further by sorting the vari-
ables on the number of internal constraints, making it faster to find
unassigned variables, and by reducing the number of sorts required.

4.3.2  Constraints. We expand and improve built-in specific con-
straints to optimize constraint operators commonly used in auto-
tuning. By applying knowledge of the operation, their efficiency can
be improved over generic functions. For example, given a constraint
where p-q > 0, we know to ignore all cases where (p < 0) VY (¢ < 0).
We add MaxProduct and MinProduct constraints as they are com-
monly used in auto-tuning constraints (e.g. a maximum product
of block sizes). We also improve and add preprocessing steps to
the various existing constraints, such as MaxSum and MinSum. All
specific constraints are precompiled for further efficiency gains.
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However, not all constraints can be expressed as built-in con-
straints, for example when using an operation that is not as com-
mon. Such cases are parsed to Function constraints, which we have
optimized by employing function rewriting and dynamic runtime
compilation, as the one-off expense of compilation to bytecode is
offset by the many times a Function constraint is usually executed.

4.3.3 Employing C-extensions. In general, C and similar languages
outperform Python in terms of execution speed [1, 43]. To attain
this level of performance without losing the flexibility and user-
friendliness of Python [3], we employ C-extensions. We transpile
the codebase from Python to C-code using Cython [7], which is
then compiled into Python-importable C-extensions. We added
type hints where possible to aid in compilation.

4.3.4 Output Formats. We implement various output formats to
avoid expensive rearrangements to different formats. Expensive
rearrangement of the structure in which solutions are output by
the solver is mitigated by providing output formats that are close
to the internal representation, further described in Section 4.4.

4.4 Search Space Representation

With the efficient construction of search spaces implemented in
python-constraint, we consider how this is represented and applied
in auto-tuning frameworks for a comprehensive approach.

After the search space construction, optimization algorithms
use the information obtained in the construction step to select
configurations. Instances of this are obtaining the true bounds of
the search space to use balanced initial sampling methods or the
selection of valid neighbors that have not been evaluated yet.

This highlights a key advantage of our method over the dynamic
approaches discussed in Section 3. Important search space charac-
teristics, such as the true parameter bounds, can guide optimization
algorithms more effectively and facilitate the use of stratified sam-
pling techniques, such as Latin Hypercube Sampling [41]. However,
these characteristics can not be reliably used in dynamic approaches,
as a resolved search space is required. Furthermore, randomized
sampling is inherently biased to the sparser parts of the chain-of-
trees, although this has been addressed by BaCO [16]. Moreover,
selecting valid neighbors of configurations as extensively used by
various optimization algorithms is potentially expensive.

Instead, we fully resolve the search space before starting the
tuning process, with a minimal impact on the total execution time,
to incorporate the full information of the search space in the ini-
tial sampling and optimization algorithms. As operations such as
sampling and finding valid neighbors are commonly used in auto-
tuning, it can be useful to provide an abstract representation of the
search space that implements these operations, providing various
views and mappings on the configurations in the search space.

We have implemented this in Kernel Tuner as the SearchSpace
class, which takes the tunable parameters and constraints based
on the user specification, constructs the search space using our im-
plementation, and provides various representations and operations
on the resulting search space. The SearchSpace class has multiple
internal representations for varying purposes, such as hash- and
index-based for efficient lookups. Externally, it provides a single in-
terface for all search space-related operations, promoting reuse. For
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example, the mutation step in the genetic algorithms optimization
algorithm requires selecting only valid neighbors within a certain
Hamming distance. This, along with other neighbor selection algo-
rithms, is implemented in the SearchSpace class and can be indexed
before running the algorithm, improving overall performance.

5 Evaluation

In this section, we evaluate the advancements presented in Section 4
to determine their scalability and performance impact. First, we
discuss how we compare against the current state-of-the-art solvers
in Section 5.1. We then evaluate the solvers on a large collection
of synthetically generated search spaces with varying characteris-
tics to assess scalability differences in Section 5.2. Following this,
we evaluate the solvers on a variety of real-world applications to
assess the performance improvement in Section 5.3. Finally, we val-
idate the practical impact of our method on the entire auto-tuning
pipeline in Section 5.4.

The evaluations in this work are performed on the sixth gener-
ation DAS VU-cluster [4] using an NVIDIA A100 GPU node. The
GPU is paired with a 24-core AMD EPYC-2 7402P CPU, 128 GB of
memory, and running Rocky Linux 4.18. For all tests, the results
of each solver were validated against a brute-force solution of the
search space. Our evaluation implementation is publicly available.

5.1 Comparison against state-of-the-art

To provide additional reference on the performance in this evalua-
tion, we compare the results to the state-of-the-art in auto-tuning
search space construction, the chain-of-trees of Auto-Tuning Frame-
work (ATF). ATF has two independent implementations, in C++ [28]
and Python [31], both of which we use in this evaluation to com-
pare our method. The C++ version available as of August 2024
with Python bindings is used and denoted as ATF in the results.
The Python version called pyATF is used at version 0.0.9, the latest
version at the time of writing.

Due to the large number of search spaces used in this evaluation,
it is not feasible to write each of these search space definition files
by hand for both ATF implementations, and we have instead writ-
ten parsers that define the ATF search space files from an abstract
definition of the search spaces. Both implementations of ATF have a
notation that combines the definition of tunable parameters, values,
and constraints into one statement, as seen in Listing 2. Hence,
ATF constraints can only reference tunable parameters that have
been previously defined. To provide search space definitions that
are compliant with this ATF format, the parsers account for the
parameter-constraint order relation and convert to built-in ATF
types, such as intervals, where applicable. To reflect the user expe-
rience as accurately as possible, the search space file compilation
time is included in the total construction time. The C++ version of
ATF and search space files is compiled with GCC 12.4.0 using the
optimization commands recommended by the ATF documentation.

In addition, we compare with PySMT version 0.9.6, using the
Z3 solver developed by Microsoft for software verification and
analysis [12]. This allows for evaluation of scalability differences for
solvers that do not support enumerating all solutions, as discussed
in Section 4.1. As with ATF, we developed a custom parser that
employs PySMT-specific operations where applicable.
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Figure 2: Density of three characteristics of the 78 synthetic search spaces.

Black bottom bar marks the interquartile range and the white line the median.

5.2 Synthetic Tests

To understand how search space characteristics influence construc-
tion time and scaling of solvers, we evaluate on synthetic tests.

5.2.1 Experimental setup. We generate a set of search spaces with
a varying number of dimensions (between 2 and 5), target Cartesian
sizes (with {1x10%,2x 104, 5x10% 1x 10, 2% 10°, 5% 10%, 1 x 10°}),
and number of constraints (between 1 and 6). While these arbitrary
parameters result in search spaces that are not as large and do not
have as many tunable parameters as the real-world search spaces
evaluated on in Section 5.3, the goal of these in total 78 synthetic
search spaces is to gain insight into which solver provides good
scalability across the variations in these factors.

Given a Cartesian size, a number of dimensions, and a number of
constraints, we want to generate a synthetic search space. To pre-
vent an unfair advantage to solvers optimized for a limited number
of dominant dimensions, the number of values per dimension v is
kept approximately uniform. This is done by first determining the

number of values per dimension as v = sé, where s is the desired
Cartesian size and d is the desired number of dimensions. For each
of the dimensions, a linear space with v number of elements is
instantiated. Given a non-integer value of v, this is rounded to an
integer for all but the last dimension, where v is rounded contradic-
tory (e.g. 5.8 — 5,5.2 — 6) to be closer to the desired Cartesian size.
A list of constraints involving a variety of operations is generated
for each combination of dimensions, which are randomly chosen
up to the desired number of constraints.

Figure 2 shows the distribution of the resulting 78 search spaces
for three characteristics. Figure 2A shows the actual Cartesian size,
representing the total number of possible configurations before con-
straints are applied, which corresponds to the set of target values.
Figure 2B depicts the number of valid configurations remaining
after constraints are enforced, resulting in an approximately bell-
shaped curve. The number of valid configurations is on average
one order of magnitude below the Cartesian size. Finally, Figure 2C
displays the fraction of sparsity of the search space, i.e., the fraction
of non-valid configurations relative to the Cartesian size. Though
the fraction of constrained configurations is skewed toward higher
values, indicating a propensity towards sparsity, a wide range of
variations in sparsity is present.

5.2.2  Results. The performance of the evaluated methods on these
synthetic search spaces is displayed in various plots in Figure 3,
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where the colors used correspond to the colors of the methods in
the Figure 3C barplot. To determine the impact of the optimizations
described in Section 4.3, the original method denotes the use of
vanilla python-constraint before the optimizations, whereas our
optimized method includes the optimizations of Section 4.3.

Figure 3A shows a clear positive correlation between the number
of valid configurations and the execution time across all methods,
with a roughly linear trend on the log-log scale, suggesting a power-
law relationship. We overlay a log-log linear regression to further
investigate the scaling of each method, where a lower slope indi-
cates better scaling towards larger search spaces in the number of
valid configurations, and a slope of 1 indicates linear scaling. All
methods have a highly significant linear fit with a p-value < 0.05.

For the methods ATF and pyATF, we observe approximately lin-
ear scaling, with slopes of 0.938 and 0.999, respectively. The original
unoptimized python-constraint and brute force methods appear to
perform similarly to each other and exhibit good scaling with slopes
of 0.663 and 0.571, respectively. While they are outperformed by
ATF on these search spaces, the difference in scaling means both
methods appear to soon outperform ATF on larger search spaces,
which we extrapolate to be at ~ 1.193 - 10° and ~ 4.493 - 107 valid
configurations respectively. It is important to note that this differ-
ence in scaling is expected, given that brute-forcing will perform
relatively better the denser a search space is (i.e. many valid con-
figurations relative to the Cartesian size of the search space) as it
will check the constraints on all configurations, where the chain-
of-trees is optimized towards sparse search spaces. Our optimized
method is consistently the fastest, always constructing the search
space within less than a second, and exhibits adequate scaling with
a slope of 0.860. As based on this data our optimized method would
not be overtaken by the brute force and original methods until
~1.120 - 10" and ~ 3.892 - 10! valid configurations respectively,
well beyond the size of these synthetic search spaces, we expect
our method to perform best overall.

Figure 3B presents the performance as a continuous probability
density curve using a kernel density estimate (KDE). As expected
due to their practically linear scaling, ATF and pyATF demonstrate
wide variance in performance. Our optimized solver consistently
achieves the lowest execution times, with several orders of magni-
tude better performance compared to the other solvers.

Figure 3C summarizes the performance of each solver over all
search spaces. It is remarkable that pyATF takes considerably longer
than the brute-force method on these search spaces, which might be
due to how optimized the chain-of-trees approach is to highly sparse
search spaces. It is also noteworthy that our optimized method
outperforms the original unoptimized implementation of python-
constraint by several orders of magnitude, demonstrating the ad-
vantage of our optimizations. Our optimized method achieves a
96x speedup over the brute-force method (4.75 seconds versus 455.3
seconds), a 16x speedup over ATF, and a 2547x speedup over pyATF.

As described in Section 4.1, a traditional solver without support
for finding all solutions requires adding the previous solution as a
constraint and iterating over the solutions until all solutions have
been found. To demonstrate the lack of scalability of such a solver,
Figure 4 compares PySMT using the Microsoft Z3 solver to the brute-
force method and our optimized method. To make executing this
experiment feasible, we reduce the size of the generated synthetic
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Figure 4: Search space construction performance of PySMT on synthetic tests.

search spaces by one order of magnitude in this experiment. As seen
in Figure 4, PySMT performs poorly relative to both brute force
and our optimized method. As expected, this difference increases
as the number of valid configurations increases, demonstrating the
infeasibility of this approach when many valid configurations are
present. Despite the reduced search space sizes, PySMT with the Z3
solver still takes nearly a thousand seconds on the largest search
spaces, whereas the brute-force solver takes about ten seconds. Our
optimized solver vastly outperforms PySMT, taking about as long to
solve the largest search spaces as PySMT with the Z3 solver takes to
solve the smallest search spaces. In fact, the PySMT solver exhibits
superlinear scaling with a slope of 1.090, as opposed to the slope of
0.649 of our optimized method. As it is infeasible to evaluate the
large search spaces of the selected real-world applications, PySMT
with the Z3 solver will not be included in the remainder of the
evaluation.

5.3 Real-world Applications

To evaluate solver performance on the search spaces of real-world
applications, we select the three largest search spaces in the Bench-
mark suite for Auto-Tuners (BAT) [35]. These are Dedispersion,
Hotspot, and ExpDist. In addition, we use the relatively large search
spaces of the MicroHH computational fluid dynamics kernel [36],
as well as the commonly used General Matrix Multiplication kernel
(GEMM) [24]. To provide reference points for a fair comparison to
ATF, the Probabilistic Record Linkage (PRL) kernel used in the chain-
of-trees evaluation [29] is used as well, resulting in three additional
search spaces for a total of eight real-world search spaces.

The characteristics of the real-world search spaces are displayed
in Table 2, where the rightmost column denotes the average number
of constraint evaluations that are required to brute-force solve a
search space. For each combination in the Cartesian product, all
constraints need to be evaluated until the combination is rejected or
all constraints have been evaluated. Hence, assuming uniform prob-
ability among the constraints, the average number of constraint
evaluations can be calculated by taking the average of the best case
(the first constraint rejects the combination) and worst case (the last
constraint rejects the combination), and adding all valid combina-
tions that are never rejected. Given a search space S, let S; be the set
of non-valid combinations, S, the set of valid combinations, and S,
the set of constraints, the average number of constraint evaluations
can be calculated as w + |Sy|. Descriptions of each of the
kernels and their search spaces are given in Sections 5.3.1 to 5.3.6,
before the results are discussed in Section 5.3.7.

5.3.1 Dedispersion. The Dedispersion kernel introduced in [32, 33]
and used in [35] is designed to compensate for the time delay expe-
rienced by radio waves as they propagate through space. This delay
occurs due to the frequency-dependent dispersion of the signal.
By applying a specific dispersion measure (DM) and reversing the
dispersion effect, the kernel reconstructs the original signal. During
the iteration over frequency channels, threads process multiple
time samples and dispersion measures in parallel. Comparing the
Dedispersion search space to the other evaluated search spaces of
Table 2, the resulting search space is the smallest in Cartesian size,
but as it has the highest percentage of valid configurations at nearly
50 %, it is not the smallest in number of valid configurations.

5.3.2  ExpDist. The ExpDist kernel described in [35] is utilized in
a localization microscopy application that performs template-free
particle fusion by integrating multiple observations into a single
super-resolution reconstruction [17]. During the registration pro-
cess, the ExpDist kernel is repeatedly invoked to evaluate the align-
ment of two particles. The algorithm exhibits quadratic complexity
with respect to the number of localizations per particle, making it
highly computationally intensive. The resulting search space is the
second-most sparse of the real-world search spaces in Table 2.

5.3.3 Hotspot. Previously discussed in Section 2, the Hotspot ker-
nel of [35] is part of a thermal simulation application to estimate
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Table 2: Overview of the basic characteristics of the real-world search spaces and the mean values for each of the columns.
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Name Cartesian size Constraint size Number of | Number of con- | Avg. unique pa- | Range of number | % of configura- | Avg. number of
parameters (di- | straints rameters per con- | of values per pa- | tionsin Cartesian | constraint evalua-
mensions) straints rameter size tions required

Dedispersion 22272 11130 8 3 2 1-29 49.973 33414

ExpDist 9732096 294000 10 4 2 1-11 3.021 23889240

Hotspot 22200000 349853 11 5 3.8 1-37 1.576 65900294

GEMM 663552 116928 17 8 3.25 1-4 17.622 2576736

MicroHH 1166400 138600 13 8 2.375 1-10 11.883 4763700

ATF PRL 2x2 36864 1200 20 14 2.429 1-3 3.255 268680

ATF PRL 4x4 9437184 10800 20 14 2.429 1-4 0.114 70708680

ATF PRL 8x8 2415919104 48720 20 14 2.429 1-8 0.002 18119076600

[ Mean [ 307322534 [ 121403 [ 14875 [ 875 [ 2589 [ 1-1325 [ 1093 [ 2285902168 |

the temperature of a processor by considering its architecture and
simulating power currents. Through an iterative process, the ker-
nel solves a set of differential equations. The inputs to the kernel
consist of power and initial temperature values, while the output
is a grid displaying average temperature values across the chip. It
is interesting to note that the Hotspot search space is the largest
in number of valid configurations, second-largest in Cartesian size,
and has the highest number of values for a single parameter.

5.3.4 MicroHH. The computational fluid dynamics kernel of [36]
is used for weather and climate modeling, specifically for the simu-
lation of turbulent flows in the atmospheric boundary layer. In this
case, we use the search space resulting from the auto-tunable GPU
implementation of the advec_u kernel with extended parameter val-
ues as specified in the source of [15]. Looking at Table 2, it is notable
that the MicroHH search space is the closest to the mean values
of all search spaces in the number of parameters, number of con-
straints, and percentage of configurations. It is also second-closest
in constraint size and number of values per parameter, making it
perhaps the most average search space in our set of tests.

5.3.5 GEMM. Generalized dense matrix-matrix multiplication is
a fundamental operation in the BLAS linear algebra library and
widely used across various application domains. Known for its
high performance on GPU hardware, GEMM frequently serves as
a benchmark in studies of GPU code optimization [20, 25, 30]. In
this evaluation, we use the GEMM kernel of CLBlast [24], a tunable
OpenCL BLAS library. GEMM is implemented as the multiplication
of two matrices (A and B); C = @A - B + C, where a and f§ are
constants and C is the output matrix. The dimensions of all three
matrices are set to 4096 X 4096, resulting in a dense search space.

5.3.6 ATF PRL. The Probabilistic Record Linkage (PRL) kernel
used in [29] is a parallelized implementation of an algorithm that
is commonly used in data mining to identify data records refer-
ring to the same real-world entity. In this kernel, the input sizes
determine the size of the search space. As shown in Table 2, the
brute-force resolution of this search space with input sizes 8x8
requires 1.8119 x 100 constraint evaluations on average, which
took ~27 hours to execute. As an input size of 16x16 would require
4.639 X 10'2 constraint evaluations on average, it is not feasible
to brute force beyond the 8x8 input size. Because the brute-forced
solution is used for validation and serves as a reference point in the
performance comparisons, we use the search spaces resulting from
the ATF PRL kernel with input sizes 2x2, 4x4, and 8x8. It is notable
that while the 8x8 search space results in the largest Cartesian size
of the set, the ATF PRL search spaces are very sparse.

5.3.7 Results. Figure 5 presents the search space construction per-
formance across the eight real-world benchmarks for the five dif-
ferent constraint solver methods, as before in Section 5.2.

Figure 5A and Figure 5B illustrate the relationship between
search space size and solver performance, with a log-log linear
regression overlayed where significant (p-value < 0.05), as in Sec-
tion 5.2.2. In general, larger constrained search spaces (A) and
Cartesian sizes (B) result in increased search times, as previously
observed in Figure 3. For the ATF, original, and brute-force methods,
the significant scaling trend is along the Cartesian size of Figure 5B,
whereas for pyATF and our optimized method, this is on the num-
ber of valid configurations in Figure 5A. Our optimized method
achieves the lowest execution times across all search space sizes,
demonstrating its efficiency, and is the only solver that consistently
outperforms the other methods.

Figure 5C visualizes the distribution of execution times, provid-
ing an indication of the average performance and variability. It is
interesting to observe that while the original python-constraint
method is one order of magnitude faster than the brute-force method,
both methods have very similar distributions, as seen before in Fig-
ure 3B. A clear trend emerges from this plot, where our optimized
method has the least variability and is the only solver constructing
the search spaces in the sub-second domain.

In Figure 5D, the relation between how constrained a search
space is and solver performance is displayed. ATF and pyATF per-
formance appears to be strongly influenced by the sparsity, as for
fraction > 0.9 ATF performance is substantially better than the
original solver, in contrast to < 0.9, where at fraction ~ 0.5 even
the unoptimized original python-constraint outperforms ATF.

The number of tunable parameters displayed in Figure 5E does
not appear to have as much of an impact on performance as the
other plots discussed. Nevertheless, Figure 5E is useful to discern
the individual search spaces based on the number of parameters de-
scribed in Table 2. For instance, it can be noted that the performance
difference between our optimized method and all other methods
appears to be relatively stable, even for the ATF PRL search spaces,
as can be discerned by the number of tunable parameters, where
the three ATF search spaces have 20 tunable parameters.

Finally, Figure 5F summarizes the total time taken by each solver.
The brute-force approach is the least performant, taking nearly a full
day to resolve the eight search spaces. Although the original python-
constraint solver is faster than brute force, our optimized solver
achieves a ~2643x speedup over it, demonstrating the efficiency
of our optimizations. While ATF and pyATF achieve intermediate
performance levels, it must be noted that pyATF only outperforms
brute force and original because it does so on the two largest PRL
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Figure 6: Best configuration performance found over a 30-minute auto-tuning
of the hotspot kernel using various search space construction methods.

search spaces, which have a disproportionate effect on the summed
time - on all other search spaces, pyATF is outperformed by both
methods, and ATF is not consistently better than original either.
The optimized solver consistently and considerably outperforms all
others: our optimized method achieves a ~20643x overall speedup
over the brute-force method (3.16 seconds versus 65230.47 seconds),
~44x over ATF, and ~891x over pyATF.

5.4 Overall impact in practice

To conclude this evaluation, we evaluate the impact of the search
space construction method on the overall auto-tuning process.
We auto-tune the hotspot kernel described in Section 5.3.3 using
the three Python-based solvers with a 30-minute time budget as an
illustrative example. To avoid influence by a specific optimization
algorithm, we use random sampling, and each run is repeated 10

16000 -
d
o
S] 14000 4
fr
[C]
-£ 12000
o
I}
]
£ 10000 - I
£ Method
& 8000 - —— Bruteforce
—— Optimized
6000 - — PYATF
0 2 4 6 8 10

Tuning time in minutes

Figure 7: Best configuration performance found over a 10-minute auto-tuning
of the GEMM Kernel using various search space construction methods.

times. Figure 6 shows the best-performing configuration found so
far during the tuning process, where higher is better. The time
passed before any configuration is found is spent constructing the
search space, which takes about eight minutes for brute-force and
takes over twenty minutes for pyATF, while our optimized method
is able to start to tune configurations almost immediately.

To affirm these findings, we repeat this experiment on the GEMM
kernel, adjusting the time budget by the ratio between the num-
ber of valid configurations of GEMM and hotspot seen in Table 2
to 10 minutes. While brute force fares substantially better, as ex-
pected due to the smaller and denser search space, the results are
otherwise very similar to those of the previous experiment. Most
importantly, both examples confirm that the search space construc-
tion method has a substantial impact on the quality of the overall
best configuration found within the time budget.
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Overall, throughout this evaluation section, it is noteworthy
that our optimized solver consistently outperforms any alternative
on all of the search spaces by a wide margin, and the substantial
practical impact this can have on the overall auto-tuning process.
These findings emphasize the advantages of our optimized solver
in efficiently handling large and complex search spaces.

6 Conclusions

We introduced a novel approach to constructing auto-tuning search
spaces using an optimized Constraint Satisfaction Problem (CSP)
solver, addressing the specific challenges posed by the complexity
of auto-tuning and large search spaces. Our contributions, available
to the CSP-solving and auto-tuning community in the open-source
python-constraint2 and Kernel Tuner packages, substantially out-
perform state-of-the-art methods in search space construction per-
formance, enabling the exploration of previously unattainable prob-
lem scales in constraint-based auto-tuning and related domains.

Through rigorous evaluation, we demonstrated that our opti-
mized CSP-based approach reduces construction time by several
orders of magnitude, even for search spaces with billions of possible
combinations. On average over the evaluated real-world applica-
tions, our optimized method is four orders of magnitude faster than
brute force, three orders of magnitude faster than the unoptimized
CSP solver, and one to two orders of magnitude faster than the state-
of-the-art in search space construction. Our optimized search space
construction method reduces the construction time of real-world
applications to sub-second levels, eliminating it as a substantial fac-
tor in the overall tuning process overhead. In addition, our parsing
method allows users to write constraints that are as close to the
target language as possible, improving accessibility. Furthermore,
our method prevents skewed sampling and has additional benefits
for the efficiency of auto-tuning optimization algorithms.

This breakthrough allows researchers and developers to more
effectively harness the performance potential of modern hardware
and provides an efficient generic solver for similar problem domains.

Availability: The methods presented in this work are available
as user-friendly open-source software packages. For more informa-
tion, visit the Kernel Tuner and python-constraint repositories.
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