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What is an FPGA ?
● A chip historically used in embedded systems
● Can be found in accelerator cards nowadays
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FPGA acceleration
● Why is it different ?

Physical design vs instructions executions

● How does it work ?
Data is streamed from DRAM into pipelines on the chip

● What is the point ? 
FPGAs’ TDP’s ~ 5-6 x less than GPUs’
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FPGA parallelism
● Acceleration is proportional to the number of pipes
● BUT : also proportionnal to the length of the pipe(!)
● Computing time = number of operations / 

(frequency x number of pipes x length of the pipe) 
+ latency 



  

MetalWalls

● Molecular dynamic production code used by Sorbonne university 
researchers to simulate electrochemical systems such as 
«supercapacitors»

● Fortran 90 base code, parallelised with MPI
● Most of the computing time = electrostatic potential computing
● Computing efficiency published : model running during several weeks 

on 512 cores while maintaining a parallel efficiciency above 75 %
● Currently using CPU and GPU implementations (OpenAcc)
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Miniapp extracted from the production code
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Target device on Jumax at Juelich 
supercomputing center

● CPU host : AMD EPYC 7601
● 8 nodes Xilinx VU9P on one blade as target devices
● 8x PCIe 2.0 lanes → 4.0 GB/s for all nodes
● Each node has three 16-GB DDR4 Dual In-Line Memory Modules (DIMMs), 

which provide a theoretical peak bandwidth of 15 GB/s each 
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The FPGA used here
● Max5C is a U200 with one less 

DIMM

● 3 SLR : the chip is divided in 3 
Super Logic Region connected by 
solders (very low bandwidth)

● SLR communication should be 
avoided as much as possible

● Design done using Maxj with 
Maxeler toolchain
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Designing all kernels on one FPGA
● Due to hardware contraints, each kernel is put into one SLR (Super 

Logic Region)
● For simplicity, the conjugate gradient is computed on the host
● We want the highest frequency possible
● We also want the biggest number of separate pipelines
● All kernels work synchronously
● Use as much as possible the device’s DRAM to reduce 

communications   
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Challenges
● Limited ressources
● More logic available→ higher design frequency likely
● More pipelines → less logic available
● Using DRAM makes meeting timings harder

→ harder compilation, ie we are less likely to 
achieve high frequency with as many pipelines 
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Balancing the kernels
● Need for synchronicity → balance needed
● Theoretical time for each sequential kernel is known : N² / freq , 

N²/2 / freq and N x M / freq 
● Balance is case dependent (i.e. : dependent on N and M)
● For the production test case considered here, the balance is 

(8,4,1) :

8 pipes for the kernel in N², 4 pipes for the kernel in N²/2 and 
one pipe for the kernel in N x M
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Numerical accuracy analysis
 We can save 

ressources but 
there is a catch :
the number of 
iterations to 
converge increases

Charles Prouveur 27/05/23, Davos, PASC23



  

Ressources usage of the multiple 
kernels designs

DSP limited in the U_lr,0 kernel (87 % DSPs used in its SLR)
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Design using the device’s DRAM
● The previous design does not use the DRAM
● Q has to be sent every iteration from and to the FPGA
● (x,y,z) they can be stored
● Using LMEM makes the design harder to compile

→ have to make concessions
● Best design is (24,12,3) with a frequency of 260 MHz
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Airview of the compiled final design with all 
kernels on the FPGA 
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Results

Measured FPGA power efficiency is twice the GPU’s
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Ressources usage of the single 
kernel designs

● DSP limited in two kernels and Logic limited in one kernel

● Adapting the balance to a number of FPGAs allocated per kernel
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Speedup using multiple FPGAs
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FPGA targeting with OneAPI

● Development done in C++

● Easy to use and to make you first design targeting Intel FPGAs

● Another hardware and another toochain

● Long term support is more likely
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OneAPI implementation of 
Metalwalls

● Targeting Stratix 10 at Paderborn supercomputing center

● Poor resources usage (max 8 pipes @ 400 Mhz)

● Mixed precision did not save as many resources (if any)

● Obtaining proper throughput was a big challenge

● Single kernel designs scaling done up to 14 nodes (we could 

only use one out of two FPGAs on each node)

● Higher TDP with the Stratix 10
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Speedup at PC²
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Good scaling, but ~10x worse than with maxeler design 
(but 1 month of development vs ~2 years)



  

Conclusion
● We Implemented Metalwalls kernels on FPGA using Maxeler tools

● Our FPGA implementation showed 2x better performance per watt 

than a GPU of similar silicon technology and even better against 

skylake CPU with maxeler design

● Multiple FPGAs performance bottlenecked by old interconnect 

technology but achieved nonetheless

● OneAPI implementation : promising technology, better development 

environment, not mature enough for HPC yet but developping fast  
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Thank you for your attention
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Annexes

Charles Prouveur 27/05/23, Davos, PASC23



  

Original code vs Maxcompiler
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OneAPI :
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